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You may freely consult the lecture notes, but no other books or re-

sources may be consulted. You may use any of the results stated and

discussed in the lecture notes, by stating them explicitly. Results

from the assignments may not be used without establishing them.

Calculators may be used.

1. Let Zi, 1 ≤ i ≤ n, n ≥ 5, be independent N(0, σ2) random variables. Define
Y1 = Z1, Y2 = Y1+Z2, Y3 = Z3, Y4 = Y3+Z4, and Yj = Yj−1+Zj for 5 ≤ j ≤ n.
Let Y = (Y1, Y2, Y3, Y4, . . . , Yn)

′.
(a) Find the probability distribution of Y.
(b) Find the partial correlation coefficients ρ12.3 and ρ12.34 (between elements
of Y).
(c) Find the multiple correlation coefficient between Y1 and (Y2, Y4). [2+4+3]

2. Consider the following model:
y1 = α+ γ + ǫ1
y2 = α+ δ + ǫ2
y3 = δ − γ + ǫ3
y4 = α− γ + 2δ + ǫ4

where α, γ and δ are unknown constants, and ǫi are uncorrelated random vari-
ables having mean 0 and variance σ2.
(a) Is α− γ estimable? Justify. If it is estimable, find its BLUE.
(b) Is γ − δ estimable? Justify. If it is estimable, find its BLUE. [5+5]

3. Consider the model:
yij = µ+ αi + ǫij ,

1 ≤ i ≤ 4, j = 1, 2, where ǫij are i.i.d. N(0, σ2) and
∑

4

i=1
αi = 0.

(a) Show that αk − αl, 1 ≤ k < l ≤ 4 are estimable.
(b) Find best linear unbiased estimators of the above mentioned linear contrasts.
(c) Find simultaneous 95% confidence intervals for α1−α2 and α2−α3. [2+3+4]
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4. Consider the model:

yj = x′

jβ + ǫj , E(ǫj) = 0, V ar(ǫj) = jσ2, j = 1, 2, · · · , n; xj , β ∈ Rp.

(a) Find a solution β̂ for β by solving

min
β∈Rp

p
∑

j=1

1

j

(

yj − x′

jβ
)2

.

(b) What is the condition on a ∈ Rp which makes the linear parametric function
a′β estimable under this model?
(c) What is the BLUE of a′β if it is estimable under this model? [4+2+4]

5. Given below are two linear models under consideration:

Model I: yi = βxi + ǫi, 1 ≤ i ≤ n,

where ǫi are uncorrelated errors with mean 0 and common variance σ2. Addi-
tionally, xi’s are not all equal to each other.

Model II: yi = α+ βxi + ǫi, 1 ≤ i ≤ n,

with the same assumptions on ǫi and xi as given above.

Assume that Model I is the correct model (from which yis arise). However,
suppose one computes the least squares estimate of β using the incorrect model
(i.e., Model II).
(a) Compute the mean and variance of this estimate of β under the correct
model.
(b) Compare results in (a) above with those of the best linear unbiased estimate
of β under the correct model. [6+6]
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